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ABSTRACT

A goal of the University of Washington Brain Project
is to develop software tools for processing, integrat-
ing and visualizing multimodality language data ob-
tained at the time of neurosurgery, both for surgical
planning and for the study of language organization
in the brain. Data from a single patient consist of
four magnetic resonance-based image volumes,
showing anatomy, veins, arteries and functional acti-
vation (fMRI). The data also include the location, on
the exposed cortical surface, of sites that were elec-
trically stimulated for the presence of language.
These five sources are mapped to a common MR-
based neuroanatomical model, then visualized to
gain a qualitative appreciation of their relationships,
prior to quantitative analysis. These procedures are
described and illustrated, with emphasis on the visu-
alization of fMRI activation, which may be deep in
the brain, with respect to surface-based stimulation
sites.

INTRODUCTION
The ”decade of the brain“ has seen an unprecedented
growth in methods for imaging the functioning brain.
Techniques such as positron emission tomography
(PET), magnetoencephalography (MEG), and func-
tional magnetic resonance imaging (fMRI) provide
insight into localized brain activity for specific cog-
nitive tasks, to a degree that it is now possible to
contemplate the creation of cognitive models sup-
ported by real data.  In order to validate these models
it is necessary to integrate multiple forms of imaging
and neurophysiological data, since no one technique
provides all the information.  A major tenet of the
University of Washington (UW) Structural Infor-
matics Group (and of the entire national Human
Brain Project) is that anatomy provides the substrate
on which these disparate forms of data can be inte-
grated.  Given this integration, various forms of visu-
alization and analysis techniques can be applied to
gain a better understanding of the relationships
among the various data sources, an understanding
that can lead to deeper knowledge of brain function.
The purpose of this paper is to describe some of these
techniques and to show how they are being applied,
in the UW Human Brain Project, to the study of lan-
guage organization in the brain.

DATA ACQUISITION AND INTEGRATION
The advent of non-invasive functional imaging tech-
niques allows language processing to be studied in
living subjects.  Our goal is to develop methods for
integrating these and other forms of language data,
and to organize them in an information system that
can be federated with other Brain Project sites.

Data integration involves two major steps: (1) inte-
gration of multimodality data from a single patient,
the subject of this paper, and (2) integration of data
from multiple patients, a much more difficult prob-
lem that is a major research objective of the entire
Human Brain Project.

Data Acquisition.  The primary source of data for
the UW Human Brain Project is collected in prepara-
tion for, and during neurosurgery for intractable epi-
lepsy.  The objective of this surgical procedure is to
resect cortical areas of the temporal lobe that generate
and propagate epileptic seizures, while sparing the
patient’s language function as much as possible.  In
planning this procedure, the patient undergoes a
number of clinical tests.  MR scans acquired prior to
surgery yield three image volumes, corresponding to
cortical anatomy, veins and arteries.  During neuro-
surgery, electrical stimulation of the cortex is applied
while the awake patient performs verbal tasks.  The
objective of this mapping procedure is to pinpoint
cortical areas critical for language function.  Resect-
ing such areas would significantly impair the pa-
tient’s speech function, and should be avoided.  On
the other hand, resecting non-language-specific areas
would be much less disruptive in this respect, while
still providing relief of the patient’s severe epileptic
condition.  In addition, data from other modalities are
collected.  These data include, for example, phono-
grams of the patient’s speech during intraoperative
electrical stimulation of particular sites.

Recently, functional MRI studies were added to the
protocol on an experimental basis.  This procedure is
performed at the same time as the other three MR
imaging procedures (anatomy, veins and arteries),
while the patient’s head remains immobilized in the
MR scanner.  In the fMRI procedure the patient per-
forms a language-related task (e.g. silent object
naming) that is as close as possible to the task that
will be performed during stimulation mapping at neu-
rosurgery.  This task is alternated with a control task,



and MRI images are acquired during both tasks.  In-
dividual voxels are statistically compared for signifi-
cant change between the control and language tasks,
and a difference image volume is constructed that
shows those voxels whose activation is greater than a
probability threshold.  The resulting volume is output
in the same format as the other MR image volumes.

Functional MRI potentially offers great advantages in
surgical planning since it could eliminate the need for
stimulation mapping.  It could also be of great use in
studying language function in normal subjects.
However, fMRI is still a highly experimental proto-
col in which the location and amount of observed
activation is highly variable from one study to the
next, and from one protocol to the next.  The possi-
bility of directly comparing fMRI with the “gold
standard” yielded by surgical stimulation provides a
unique opportunity to develop calibration methods
for fMRI.  However, before these sources of data can
be compared they must be integrated and visualized
in terms of an underlying anatomical model.

Data Integration.  The primary method of integra-
tion is to construct a patient-specific model of the
brain, obtained from the structural MR scans.  The
model is created using a shape-based approach, in
which a low-resolution generic cortical shape model,
learned from a training set, guides low level image
processing operators in their search for the brain sur-
face.  The resulting  “shell” is then used as a mask to
remove non-cortical structures, and to provide a
starting point for more detailed surface extraction1.

The three other MR image volumes (veins, arteries
and fMRI) are registered to the anatomy MR volume,
and hence to the extracted anatomical model, by as-
suming minimal patient motion, and by expressing all
voxels in terms of the center of the fixed magnet.
This initial registration can then be adjusted manually
to account for small amounts of patient movement.
(We are currently developing techniques to do this,
although we have only observed minimal movement
in the 29 patients imaged to-date.)  Once the four
image volumes are aligned, the low resolution corti-
cal shell is used to mask non-cortical veins and ar-
teries from the vein and artery volumes, and to re-
move fMRI artifacts (such as that due to facial mus-
cle movement) from the fMRI data.

A different technique is required for integrating the
surgical stimulation data, since these data are not
MR-based.  As described elsewhere1, we use a visu-
alization-based approach: the cortical surface model
is combined with the MR-based models of the corti-
cal veins and arteries, and rendered so as to visually
match as closely as possible a photograph taken of
the cortical surface exposed at neurosurgery.  The
veins and arteries provide landmarks that can be

readily seen on the photograph, and which allow a
user to match the detailed cortical anatomy on the
photograph with that on the visualization.  An inter-
active tool is then used to map the location of stimu-
lation sites, as seen on the photograph, onto the re-
constructed cortex.  These locations are saved as 3D
coordinates in the underlying magnet coordinate
system.  Stimulation sites found to be associated with
language are recorded in the database.  Repeatability
studies for this procedure found that it was at least as
accurate as the location of the surgical stimulation
sites2.

VISUALIZATION OF LANGUAGE DATA
The result of the above procedures is that the five
sources of data (MR anatomy, MR veins, MR arter-
ies, fMRI, and stimulation sites; see Figure 1) are all
expressed in terms of a patient-specific model of
anatomy, which is in turn expressed in terms of the
global magnet-based coordinate system.  Simple
transforms based on well-defined landmarks can then
be applied to express the data in a brain-centric frame
of reference, such as the commonly used Talairach
coordinate system.

The next problem is to visualize these data, either
alone or in combination, in order to gain a qualitative
appreciation of their relationship (if any).  This visual
appreciation will then inspire the development of
analytical techniques that quantitatively analyze these
relationships.

Including fMRI data requires new methods of data
visualization.   Functional MRI activation is typically
observed below the surface of the brain, and often
occurs in the deeper structures – the bottom of the
sulci, medial wall of the temporal lobe, etc.  For this
reason, fMRI data cannot be readily compared with
the stimulation map on the surface of the brain, or
even shown on a 3D view along with the anatomical
features of the brain surface reconstruction.  We have
implemented several new methods for visualizing the
relationship between fMRI and stimulation data.

Projecting fMRI Data onto the Surface of the
Brain.  In many cases the fMRI activation sites are
close to the cortical surface.  For these cases we im-
plemented highlighting of the surface areas that are
located in the immediate vicinity of the fMRI activa-
tion sites.  For individual vertices on the brain surface
mesh, the color was modulated depending on a
weight function W reflecting the fMRI intensity I in
the vicinity of this point.  For individual voxels, the
weight was inversely proportional to the sum of
squares of the distance between the point and the
voxel, r, and the inter-electrode distance, d (5 mm):
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This feature permitted direct comparison of the fMRI
results and the stimulation map (Figure 2A).

Visualizing Deep Structures.  Projection of fMRI
data onto the brain surface reflects activation near the
surface of the brain.  However, activation also occurs
in deep structures that may be spatially correlated
with the surface sites.  Deep activation is typically
visualized by superimposing color-coded fMRI inten-
sities onto individual structural MR slices3, and we
have implemented this approach as well.

However, static 2D images are of limited use when
attempting to study functional activation patterns in
3D.  We therefore developed tools for visualizing the
3D relationships of fMRI to the other data sources.
For example, we developed a tool to interactively
scroll through the volume of the brain along any of
the three dimensions, and to show the corresponding
MR slice with respect to a 3D model.

Since the reconstructed brain surface contains a large
number (106) of polygons, it is currently not practical
to render the full surface in interactive mode.  In-
stead, we use the shell extracted in the shape-based
segmentation step, which consists of only about 102

polygons, and a fast algorithm for combining the
structural and functional images.  As the user moves
one of the scroll bars, he or she observes the chang-
ing 2D structural MR image with highlighted func-
tional MR activation, as well as the location of the
slice plane with respect to the low-resolution shell.
Once the mouse is released the detailed surface
model is rendered.

To further explore the deep structures of the brain,
we developed cut-away views of the brain surface
reconstruction.  Three orthogonal planes – axial, sag-
ittal and coronal – are used to specify the region of
the brain that is to be ‘dissected’ and removed from
the view to reveal the deeper brain structures.  The
user interactively adjusts the position of these planes
with respect to the low-resolution shell.  Combined
structural and functional MR images are then texture-
mapped onto the dissecting planes to show the inter-
nal anatomy and functional activation in the deep
structures (Figure 2B).

Software Implementation.  All integration and visu-
alization software was developed using an in-house
graphics toolkit, SKANDHA4, which combines a
subset of Common Lisp – useful for fast interactive
programming and prototyping – with the ability to
add pre-compiled C-based primitive functions that
significantly accelerate computationally demanding
routines.  Among other features, SKANDHA4 sup-
ports 3D graphics and Graphical User Interfaces, and
includes a module for processing of MRI data.

DISCUSSION
In this report, we describe techniques for integrating
and visualizing multi-modality language data in
terms of a patient-specific model of anatomy.  This
kind of integration and visualization is becoming
increasingly prevalent in brain research3,4.  In all
cases the use of a patient-specific model of anatomy
provides the substrate on which these disparate
sources can be related.

The integration of fMRI with stimulation mapping
data in our project offers an unprecedented opportu-
nity to calibrate fMRI against a known gold standard.
As we acquire more patients in our database, it will
become possible to first qualitatively visualize, then
quantitatively analyze whether there is a relationship
between these two data sources, and to tune the fMRI
acquisition parameters to increase the strength of any
relationships that may be found.  If strong correla-
tions are observed consistently, then it will be possi-
ble to eliminate the need for stimulation mapping, an
invasive and lengthy procedure.

The procedures described in this paper implement
just the first step in the integration process: relating
multi-modality data for a single patient.  The second
step is much harder: relating data from multiple pa-
tients.  Although many groups have developed tech-
niques to relate deep structures using linear or non-
linear warps4, it is much more difficult to relate sur-
face structures because of the highly variable nature
of the cortical surface.  The development of these
kinds of methods is a major focus of national Human
Brain Project research.
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Figure 1.  Five sources of brain map data.

    A-D show sample renderings for surfaces extracted
from MR-based image volumes obtained from the same
patient’s brain:
    A) cortex;
    B) arteries;
    C) veins;
    D) fMRI activation sites.
    E) shows an intra-operative photograph of the pa-
tient’s cortical surface exposed during surgery.  Num-
bered tags are the location of sites stimulated for map-
ping of language function.  A 1 cm scale bar is shown at
the bottom of the photograph.
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Figure 2.  Visualization of five integrated sources of brain map data: cortex, arteries, veins,
fMRI and stimulation mapping sites (dots).  A) Highlighted areas represent the fMRI activation sites that are close
to the surface. B) Cut-away view of the brain developed for visualizing functional activation in deep structures.


