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The amount of information generated in
all fields of science, particularly medicine
and biology, is exponentially increasing.
This trend, plus rapid advances in com-
puter hardware, has led to the emergence
of the field of informatics and, within the
medical arena, medical informatics. Blois
and Shortliffe define medical informatics
as “the rapidly developing scientific field
that deals with the storage, retrieval, and
optimal use of biomedical information,
data, and knowledge for problem solving
and decision making.”! Although most
medical informatics research has concen-
trated on clinical applications (e.g., medi-
cal records, hospital information systems,
radiology systems, and pharmacy sys-
tems),? there is nothing in the definition
to limit the field to clinical medicine. In
fact, the definition implies that medical
informatics covers the entire spectrum of
information within a medical center, in-
cluding basic science as well as clinical
medicine. This broad interpretation is
reasonable because clinical decision-mak-
ing relies on information at the basic
science level.?

An important type of basic medical in-
formation is structural data and knowl-
edge describing objects at the gross
anatomic, cellular, and molecular levels.
Accordingly, the National Library of
Medicine has recognized the emergence of
a subdiscipline of medical informatics,
called “structural informatics,” that deals
with the “. . . computerized representa-
tion of biomedical structural data, and its
linkage to related text and numeric
data.”” I will expand on this definition
and show how structural informatics re-
search applies to problems in medicine
and biology.

The Structural Approach
in Biology

Implicit in the word “structure” is not
only the concept of elementary units or
parts, but also the interdependence and
relationships of those parts to form a
whole. It can thus be argued that modern
science has adopted a structural approach
to understanding the natural world, in
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which parts are defined and the interac-
tions among them are explored. In medi-
cine, much of the progress in our ability to
understand and treat disease can be seen
to be a result of the structural approach.
At one time, diseases were thought to be
due to mysterious vitalistic forces, but
once biologists began to dissect the body,
they were able to observe parts (organs
and cells) and their interrelationships,
and were able to form theories (such as
the cellular basis of life) that now provide
the foundation for modern basic and clin-
ical science. Our continued probing of
ever finer structural levels is leading to an
increasingly sophisticated understanding
of structure-function relationships, and
the current pre-eminence of molecular bi-
ology is simply a logical extension of this
progression.

As the level of structural analysis be-
come finer, there is a corresponding in-
crease in the amount of structural infor-
mation. At the gross level, the number of
facts is small enough that a single human
being can comprehend most or all of them
and relate them to a coherent whole.
However, at the cellular and molecular
levels, where most current research is per-
formed, there are simply too many facts
for one person to comprehend. And if the
human genome project is successful, the
number of facts (nucleotide sequences)
will increase by orders of magnitude.®

At least one eminent biologist, Walter
Gilbert, laments that this constant reduc-
tionism has led to a certain dissatisfaction
in biology, a feeling that there has been an
exponential increase in facts without the
corresponding theories to explain them.®
Accumulation of data has become the
endpoint, rather than deeper understand-
ing. This observation has led Gilbert to
suggest that a paradigm shift is beginning
to occur in biology, that although the ac-
cumulation of facts at all levels will con-
tinue, the current purely descriptive para-
digm will gradually be replaced by a
theoretical paradigm that only turns to
experimental methods in order to test
models or hypotheses. Thus, using the ex-
ample of the human genome project, the
critical issue will be how to synthesize the

individual pieces of sequence information
into a coherent and useful body of knowl-
edge. Because of the vast amount of data
required for such synthesis, the starting
point for biological research will, of neces-
sity, be networked databases and knowl-
edge bases of structural information.

Others have also recognized the im-
portance of computerized information
sources to the basic sciences, and have
proposed developing a computer-based
matrix of biological knowledge.” Such an
information resource could lead to better
methods for sharing information, and for
inferring patterns and theories from dis-
parate sets of facts at many levels of the
structural hierarchy. The utility of such a
matrix would be due to the computer’s
capacity to simultaneously handle large
amounts of data, and thereby to find anal-
ogous patterns of organization in highly
diverse areas. For example,” . . . re-
searchers have found similar molecules in
protozoans, bacteria and yeast. And a sig-
nalling molecule in yeast mating has also
been found in the sex hormones of higher
organisms —which belies the assumption
that endocrine glands, a much later devel-
opment than yeast, evolved their own sig-
naling molecules.”’

The availability of a highly intercon-
nected network of biological information
would allow computers to search for these
common patterns, and to present them to
researchers and clinicians in ways that
would facilitate synthesis and integration
into experimentally testable theories. The
challenge is how to actually build this ma-
trix, how to represent structural data and
knowledge, and how to make this infor-
mation widely available to both humans
and computers. Many of the ongoing re-
search activities involved in meeting these
challenges would comprise the field of
structural informatics.

The Goals of Structural
Informatics

The fundamental view of structural infor-
matics is that emergent properties of
complex systems (including the human
organism) arise from coherent interac-
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¢ Gene sequence comparison methods

constraints of protein folding

for researches and clinicians

decomposition into parts

virtual reality

grams as well as to humans

Examples of Research Problems in Structural Informatics

¢ Storing and retrieving gene sequence data in large databanks

¢ Determination of protein structure from experimental data derived from the
techniques of X-ray crystallography or NMR spectroscopy, or from theoretical

¢ Development of visual databases to manage images, and making them available

* Analysis (as opposed to generation) of images, particularly when models of
anatomy are used to guide the process

¢ Methods for representing the expected shapes and ranges of variation of indi-
vidual structural objects, the relationships between them, and their spatial

¢ Methods for naming structural objects, and for placing them in symbolic hier-
archies outlining subdivisions, subparts, and functions

e Methods for presenting structural data and knowledge to the user in a manner
that facilitates synthesis: graphics, scientific visualization, hypermedia, and

e Methods for distributing data and knowledge in linked databases and knowl-
edge bases that are accessible over the computer network, to computer pro-

tions among many parts; that all objects,
whether humans or atoms, do not exist in
isolation but rather within ecosystems
comprised of other interacting objects;
and that there is no single active entity
that controls the behavior of an object or
system. The fundamental goal, therefore,
is to provide an information framework
within which the multitude of facts gained
from reductionist approaches can be inte-
grated into models of complex interacting
systems. These models will consist of hi-
erarchical networks of interacting objects,
where each object is itself a network of
interacting objects. The objects will be
highly linked, distributed throughout the
worldwide computer network, and acces-
sible at all times.

A secondary goal is to make this frame-
work accessible to humans in ways that
let multiple viewpoints be expressed while
promoting the development of consensus,
and facilitate the synthesis of large num-
bers of facts into new models and theories
that represent new knowledge in science.

It is clear at the outset that, because of
limitations in computer resources and the
human mind, it is impossible to precisely
model objective reality at all levels of de-
tail, much less to present the information
in its entirety to the human user. For ex-
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ample, since no object or organism exists
in isolation, a complete model of its struc-
ture and function would require that the
position and velocity of every atom in the
universe be known. Heisenberg has shown
this to be impossible, but even if it were
not the computer required to implement
such a model would have to be at least as
large as the universe itself. Thus, we will
always be forced to choose which aspects
of objective reality to include in our
models, depending on the uses to which
the models will be put. That is, a numeric
model of heart function using fractal ge-
ometry might be appropriately accessed
by computer programs for simulating the
heart, but the results of this simulation
might better be presented to the human
user as a graphic model showing three-di-
mensional animated displays of heart mo-
tion. The research issues of structural in-
formatics arise as a result of this tradeoff
between the desire to precisely model ob-
jective reality and practical limitations of
computer and human resources.

Research Problems in
Structural Informatics

The information structures previously de-
scribed are already being developed, and

will continue to be developed, whether or
not a formal field called “structural infor-
matics” ever exists. The primary reason
for defining a new field is that it may
allow cross-fertilization among various
researchers as they discover common
methods for dealing with problems.

Within biology, it may be useful to de-
scribe a set of research problems that ex-
emplify structural informatics research
and therefore provide, by example, con-
crete starting points about the nature of
the field. The problems to be considered
deal with information about physical
structure, since physical structure pro-
vides a useful framework for understand-
ing function in biology. Information about
the physical structure of the body falls
into two major categories: spatial and
symbolic.®®

The spatial category is concerned with
the structure of objects in space. Within
this category, objects can be considered
according to their levels of organization:
primary structure (for example, linear
gene sequences specifying protein amino
acid sequences), secondary structure (pro-
tein alpha helices and beta sheets), ter-
tiary structure (the three-dimensional
folding of proteins), quaternary structure
(protein complexes), and higher levels of
organization (organelles, cells, tissues,
organs, and the entire organism).

The symbolic category is concerned
with the names of objects, taxonomic
hierarchies, descriptions of what the ob-
jects do, how they develop, and what can
go wrong with them. The spatial category
roughly corresponds to the images in an
anatomy or molecular biology textbook,
whereas the symbolic category corre-
sponds to the textual descriptions. These
categories are somewhat arbitrary, how-
ever, in that spatial information can be
described symbolically as well as numer-
ically.

Research problems can also be classi-
fied along the spectrum from data to
knowledge. Problems at the data end of
the spectrum deal with information about
individual objects (a single protein, a sin-
gle cell, or a single patient), whereas prob-
lems at the knowledge end deal with in-
formation about classes of objects
represented as models (all globular pro-
teins, all T-cells, all patients with AIDS).
Nearer the data end are methods for de-
termining structure, and methods for
storing and retrieving structural data.
Nearer the knowledge end are methods
for building models that capture knowl-
edge about structure, methods for deter-
mining how structural models interact to
produce changes in structure, methods for
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storing and retrieving models, methods
for displaying the models and data to the
human user, and methods for distributing
the models and data in the computer
network.

Career Paths and Training in
Structural Informatics

The research problems described in the
previous sections are inherently interdis-
ciplinary, requiring expertise in both
computers and biology. As the informa-
tion crisis continues to worsen, it is likely
that workers with knowledge of both
these areas will be in great demand, both
in academia and in industry.

Academic research in structural infor-
matics will initially take place within tra-
ditional departments. Within the medical
school these departments might include
anatomy, biological structure (also called
structural biology), molecular biology,
biochemistry, radiology, radiation oncol-
ogy, and surgery. On the technical side
the departments might include computer
science, electrical engineering, and bioen-
gineering. As medical informatics depart-
ments become established, structural in-
formatics will also be very suitable as a
focal area within these departments.

Industrial positions will become avail-
able in areas such as medical imaging and
biotechnology. Medical imaging compa-
nies have, until now, been concerned
mostly with image generation. However,
there are now so many digital images
available that the companies are looking
for ways to manage, analyze, and display
the images. Similarly, biotechnology com-
panies have perfected the techniques for
cloning virtually any gene. The pertinent
question now is, which gene should they
clone, or which amino acid modification
should they make to produce a desired
protein structural change? Structural
informatics techniques of protein struc-
ture determination, gene sequencing, and
management of molecular databases
should be in demand as these problems
become more pronounced. Because imag-
ing and biotechnology are currently two of
the fastest-growing biomedical industries,
the industrial prospects for workers
trained in structural informatics should
be very promising.

Students of structural informatics will
need to learn aspects of both biology and
information science. The basic core
courses can be similar, or even identical to
the parent field of medical informatics;
electives can provide the structural di-
mension. A basic set of core requirements
in computer science might consist of pro-
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gramming, data structures, simple com-
puter architecture, databases, computer
networks, and basic artificial intelligence
techniques, with emphasis on knowledge
representation and qualitative modelling.
On the biological side, emphasis should be
placed on basic medical science, particu-
larly with one or two anatomically based
courses such as anatomy, histology, cell
biology, biochemistry, and molecular
structure. Other required courses might
consist of basic math through calculus,
linear algebra, and statistics.

In addition to these basic courses, stu-
dents could take electives depending on
their individual research interests. These
might include computer graphics, scien-
tific visualization, virtual reality, hyper-
media, mathematical modelling, crystallo-
graphy, sequencing techniques, NMR
spectroscopy, and medical image analysis.
These courses could also be supplemented
by research seminars that would help
clarify the field.

Broader Implications

There is nothing in the name “structural
informatics” that necessarily restricts it
to biology or even to physical structure.
One of the main reasons for defining such
a field is the observation that patterns of
organization repeat themselves through-
out nature. Thus, it may be that methods
for representing structures, as networks
of interacting substructures, will have im-
plications outside of biology as well. For
example, hierarchical networks could be
defined below the molecular level to the
chemical and atomic level, leading to ap-
plications of structural informatics in
chemistry and physics. Similarly, such
networks could be extended to larger eco-
systems involving interactions between
humans and the environment, so may
prove useful for environmental and social
studies as well.

The structural approach in science has
been both a blessing and a curse. Most of
our technological and medical advances
have arisen because of our insatiable de-
sire to take things apart and see how they
work, but the sheer number of parts has
now become so great that it is difficult to
put them together again. Frustration with
this situation has led some to abandon the
structural approach entirely. But the
structural approach does not only imply
reductionism; rather it implies a balance
between taking things apart and putting
them back together. The difficulty is that
much of science, and particularly biology
has become imbalanced, putting too much
emphasis on taking things apart, but not

enough on fitting them back together. It is
not that there is lack of desire to put
things together, it is just that recreating
the whole is now more difficult because of
the larger number of parts. Structural in-
formatics has as its goal the development
of computer-based tools that will help us
put things back together. To do this we
must recognize that information is an im-
portant entity worthy of study in itself,
and that by understanding the nature of
information, we can organize it so as to
regain the wholeness of science without
throwing away the parts.
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